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The rapid dissemination of information related to the K-Pop world, 

facilitated by social media, has made it easier to follow developments and 

controversies. One notable case that sparked extensive discussion on 

Twitter was the bullying allegations against Kim Garam of LE SSERAFIM. 

Researchers, using Twitter data, sought to analyze Indonesian public 

sentiment regarding this case through sentiment analysis, which classifies 

opinions as positive or negative. For processing textual data, text mining 

methods, particularly classification techniques, are employed. Two popular 

algorithms in text mining are the Naive Bayes classifier and the support 

vector machine (SVM). The Naive Bayes classifier is favored for its speed, 

simplicity, and high accuracy, while the SVM excels at identifying a 

hyperplane that maximizes the margin between classes. In this study, 

sentiment classification results were labeled as either positive or negative. 

The comparison between the Naive Bayes classifier and SVM for 

classifying responses to Kim Garam's bullying case on Twitter showed high 

accuracy rates: 93% for Naive Bayes and 97% for SVM. The higher 

accuracy of the SVM algorithm indicates its superiority over the Naive 

Bayes classifier in this context. 
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1. Introduction 

Hallyu, or the Korean Wave, is a phenomenon referring to the global spread of Korean pop culture 

across various countries, including Indonesia. Following this phenomenon, consumer interest in Korean 

products has also increased [1]. The Korean Wave is currently sweeping across Indonesia, affecting a 

wide range of people from children to adults. One of the most popular aspects of the Korean Wave is K-

pop, a genre of popular music originating from South Korea.  

The utilization of internet technology, particularly social media, has significantly influenced the 

development of the K-Pop world [2]. Information regarding K-Pop developments spreads rapidly and is 

easily accessible through social media. Anything related to K-Pop can become a highly popular topic and 

headline news among netizens. However, behind the success of K-Pop, questions and issues 

surrounding the culture and quality of K-Pop idols spark both pros and cons, often leading to debates 

among K-Pop fans. Given the significant influence of social media in disseminating information and 

shaping public opinion, analyzing public reactions to controversies within the K-Pop world becomes 

crucial. Sentiment analysis is a powerful tool to study these reactions, as it helps in understanding the 

overall sentiment and opinion trends on social media platforms. By analyzing these sentiments, 

researchers can gauge public opinion and its potential impact on the individuals or entities involved. In 

this study, the author will focus on examining a specific controversy widely discussed in April 2022, 

namely the bullying rumors involving LE SSERAFIM member Kim Garam.   

The case began when HYBE x Source Music introduced Kim Garam as a member of the group LE 

SSERAFIM on April 5, 2022, which led to several social media posts on Twitter alleging that Kim Garam 

had a poor record in middle school. Kim Garam was accused of bullying her schoolmates. Since then, 

controversial pre-debut photos of Kim Garam began circulating. However, LE SSERAFIM's agency, 

Source Music, denied the bullying accusations against Kim Garam, stating that she was actually a victim 

of bullying at her school, including malicious rumors and cyberbullying. The agency's statement, which 

contradicted the victim's claims and was supported by insufficient evidence, raised various questions 

among netizens regarding the truth from both sides. With the emergence of evidence and news, the case 

received attention and responses from the public, including non-K-pop enthusiasts, who commented on 

the case through their roles as netizens by tweeting on social media platforms like Twitter. You can 

conduct a sentiment analysis to understand the Indonesian netizens' reactions to the bullying case 

involving K-pop idol Kim Garam, determining whether the sentiment tends to be positive or negative. 

Sentiment analysis is a method used to determine the tendency or opinion about an object or issue, 

whether it is positive, negative, or neutral [3]. Sentiment analysis enables text processing to understand 

how Indonesian netizens react to frequently discussed information on Twitter. Several classification 
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methods can be used in sentiment analysis, including Support Vector Machines (SVM) and Naïve Bayes 

Classifier (NBC) [4]. The Naïve Bayes Classifier and Support Vector Machine methods fall under 

supervised learning classification. This means that machine learning is trained to recognize data based 

on the specific labels provided [5]. The Naïve Bayes classifier is a simple probabilistic classification 

method that calculates probabilities by summing the value-frequency pairs from the given dataset [6]. 

Support Vector Machine is an algorithm that transforms the original training data into a higher-

dimensional space using a non-linear mapping to find the hyperplane or separator that maximizes the 

distance between classes of data [7].  

Based on the explanation above, a study is being conducted to extract data from the social media 

platform Twitter and perform sentiment analysis on Indonesian netizens' reactions to the bullying case 

involving K-pop idol Kim Garam. In this study, sentiment analysis is used to process tweet response data 

to determine whether the responses fall into the positive or negative category. This sentiment analysis 

applies the simple and highly accurate Naïve Bayes Classifier (NBC) algorithm [8]. Additionally, the study 

uses the Support Vector Machine (SVM) algorithm as a comparison to the Naïve Bayes Classifier 

algorithm to achieve more accurate results. 

2. Methods 

The methods of this research is referred to figure 1.  

  
 

Figure 1:  Research flowchart.  

 
Start Problem 

Identification 

Literature Study 

Data Collection 

Text Pre-processing 

Data Labeling 

Feature Selection  
TF-IDF 

Model Classification 

Naive Bayes Classifier Support Vector 
Machine 

Evaluation and 
Analysis of 

Classification 
Performance 

Finish 



 

Journal of Mechatronics and Artificial Intelligence  14 
Vol. 1, No. 1, June 2024, Pages 11-26 

2.1. Problem Identification   

The initial step of this research is to identify and formulate the issues to be studied. Then, determine 

the topic and method to be used in the research. The topic can be determined by looking at current issues 

or topics that are currently being discussed. Additionally, the topic determination can also be based on 

previous research that already exists, but with differences such as in the methods used.   

2.2. Literature Study   

This stage is conducted as a literature review. The research is carried out by collecting several data 

related to the topic of the research problem, which is the classification of bullying of K-Pop idols, and this 

research uses two methods, namely Naive Bayes Classifier and Support Vector Machine. Data regarding 

the issue can be obtained from a journal, websites and electronic media, or e-books.  

2.3. Data Collection  

This research collects tweet data from Twitter related to the bullying case involving K-Pop idol Kim 

Garam using the keywords 'kim garam', 'bullying', 'bullying case'. The data used is collected based on 

the trending time from the beginning of the rumor of Kim Garam's bullying case, which started on April 5, 

2022. In collecting this data, the researcher retrieves the data by crawling using Google Colaboratory. 

Twitter data crawling is the process of retrieving or downloading data from the Twitter server. The 

collected data will be stored in an xlsx file and will undergo a labeling process to determine the response 

class of the tweets collected.  The criteria for selecting tweets include relevance to the specified 

keywords, ensuring that only tweets containing one or more of these keywords are collected. Additionally, 

only tweets in the Indonesian language are considered to ensure the relevance of the analysis to the 

Indonesian public sentiment. The tweets are collected from the period starting April 5, 2022, when the 

bullying rumors began, to capture both initial and subsequent public reactions. 

The crawling process is conducted using Google Colaboratory, a cloud-based platform that allows 

for the execution of Python code. The steps involved in the crawling process include setting up the 

necessary libraries such as ‘tweppy’ for accessing the Twitter API and ‘Pandas’ for data handling, 

authenticating using Twitter API keys to establish a connection to the Twitter server, and executing a 

search query with the specified keywords and time frame to retrieve relevant tweets. The search query 

is configured to filter out retweets and focus on original tweets to capture genuine public sentiment. 

Finally, the collected tweets are stored in an xlsx file format, including metadata such as tweet text, user 

handle, timestamp, and tweet ID. This systematic approach ensures that the data collected is relevant, 

timely, and comprehensive for the sentiment analysis. 
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2.4. Text Pre-processing   

After the data labeling stage, the next step is text preprocessing, which aims to clean unnecessary 

words and less meaningful words for each tweet data. The text preprocessing steps are illustrated in 

diagram Figure 2.   

   

Figure 2:  Flowchart of text preprocessing    

2.4.1. Cleaning  

The cleaning stage is carried out with the aim of removing punctuation, numbers, URLs, symbols, 

tags, usernames or mentions, emoticons, retweets, and other unnecessary characters. An example of 

the result of the cleaning stage is shown in Table 1.  

Table 1: Cleaning stage example.  

Data before cleaning  Data after cleaning  

Masih gak percaya kalo bener 
Kim garam pelaku. Kecewa gue.   

Masih gak percaya kalo bener Kim 
garam pelaku Kecewa gue   

2.4.2. Case Folding  

Case folding is a stage to change all letters in the text to lowercase. The result of case folding can 

be seen in Table 2.   
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Table 2: Case Folding stage example 

Data before case folding  Data after case folding  

Masih gak percaya kalo bener 
Kim garam pelaku Kecewa gue   

masih gak percaya kalo bener 
kim garam pelaku kecewa gue   

2.4.3. Tokenizing   

The next stage is tokenizing, Breaking down sentences in the text into individual words using the nltk 

(Natural Language Toolkit) library. Tokenization is essential for processing each word separately and 

preparing the text for further analysis. An example of the result of the tokenization stage is shown in Table 

3. Tokenizing stage example. 

Table 3: Case Folding stage example 

Data before tokenizing Data after tokenizing 

masih gak percaya kalo bener 
kim garam pelaku kecewa gue 

‘masih’, ‘gak’, ‘percaya’, 
‘kalo’, ‘bener’, ‘kim’, ‘garam’, 
‘pelaku’, ‘kecewa’, ‘gue’ 

2.4.4. Normalization   

Normalization is necessary to replace non-standard or non-standard words with standard words, and 

misspelled or abbreviated words into certain forms. An example of the normalization result is shown in 

Table 4.   

Table 4: Normalization stage example 

Data before normalization Data after normalization 

‘masih’, ‘gak’,‘percaya’,  
‘kalo’, ‘bener’, ‘kim’,  
‘garam’, ‘pelaku’, ‘kecewa’, ‘gue’   

‘masih’, ‘tidak’,‘percaya’,  
‘kalau’, ‘benar’, ‘kim’,  
‘garam’, ‘pelaku’, ‘kecewa’, ‘saya’  

2.4.5. Stopword Removal   

The purpose of this step is to remove words that have no meaning or significant meaning, such as 

'and', 'or',  using the nltk.corpus.stopwords library. Stopwords are common words that do not contribute 

to the sentiment and are therefore removed to reduce noise in the data. Table 5 shows an example result 

of stopword removal. 
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Table 5: Example of stopword removal  

Data sebelum stopword 
removal   

Data setelah stopword removal   

‘masih’,  ‘tidak’, ‘percaya’, ‘kalau’, 
‘benar’, ‘kim’,  
‘garam’, ‘pelaku’, ‘kecewa’,  
‘saya’   

‘masih’,  ‘tidak’,  ‘percaya’,  
‘benar’, ‘pelaku’, ‘kecewa’   

   

2.4.6. Stemming   

Reducing words to their base or root form using the Sastrawi library, which is specifically designed 

for the Indonesian language. Stemming helps in reducing the complexity of the text data by converting 

words to their root forms.  

2.5. Data Labeling 

In data classification, a common problem encountered is data imbalance [9-11]. When one class has 

a much larger number than the other class, data imbalance can occur, leading to decreased classification 

performance in the minority class. To avoid this issue, in the data labeling process, the data will only be 

divided into 2 classes, namely positive and negative classes. To facilitate classification, labeling for the 

positive class is assigned the label 0, while for the negative class, it is assigned the label 1. The result of 

the data labeling is shown in Table 6.  

Table 6: Data labelling. 

No.   Tweet   Label   

1   
Kecewa kalo kim garam beneran jadi pelaku bullying. Harusnya agency cari tau 
masa lalu trainee dulu baru dimasukin ke line up debut.   1   

2   
Agensinya   benar-benar   buruk, penggemarnya juga, mereka 
menunjukkan levelnya.   

1   

3   
Kalau rumornya salah, kasihan banget asli kim garam gak salah apa apa tiba 
tiba dihujat. Mana dihujatnya sama netijen indo doang lagi, parah   0   

4   
Komentar jahat kalian ke Garam atas tuduhan konyol nggak berdasar udah 
buat dia tertekan gini. Lu semua yang hate Garam, harus minta maaf.   

0 
   

2.5.1. Feature Selection TF-IDF   

Data from the preprocessing results then undergo the feature selection process using TFIDF 

weighting. This step aims to help improve accuracy in classification. TF-IDF calculates how relevant a 

word is in a document. Basically, the TF-IDF weight calculation works by determining the frequency of a 

word and comparing it with its proportion in all documents [9]. The process of calculating TFIDF is 

illustrated in Figure 3.   
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Figure 3:  TF-IDF Feature Extraction Steps.  

2.6. Classification using Naive Bayes Classifier and Support Vector Machine Models   

The next stage of the research is to build a classification model using the Naive Bayes Classifier and 

Support Vector Machine methods. The implementation of the dataset testing uses the Python 

programming language. In the classification model, the dataset obtained will be divided into training and 

testing data with two different ratios, each data split into 70% : 30% and 80% : 20%.   

2.6.1. Naive bayes classifier   

The application of the Naive Bayes Classifier for classifying Twitter user responses to the bullying 

case involving Kim Garam.  The process is detailed in figure 4. 

  
Figure 4:  Naive bayes classifier flowchart. 

2.6.2. Support vector machine   

The application of Support Vector Machine (SVM) for classifying Twitter user responses to the 

bullying case involving Kim Garam is detailed in figure 5.  
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Figure 5:  Support vector machine flowchart. 

2.7. Evaluation and Analysis of Classification Performance   

The parameters used in the evaluation stage are the confusion matrix. The evaluation is performed 

to see the values of accuracy, recall, precision, and f1-score by looking at the performance results of 

each classification model of Naive Bayes Classifier and Support Vector Machine from responses to the 

bullying case involving K-Pop idol Kim Garam. After receiving the evaluation results, conclusions can be 

drawn from the research.   

3. Results and Discussion  

3.1. Data Collection   

The data collection process through web crawling is done using the Google Colaboratory software. 

The result of the crawling stage on the Twitter social media platform obtained 1150 tweets based on 

keywords related to the bullying case involving K-Pop idol Kim Garam, namely 'kim garam', 'bullying', 

'kasus bullying'. The crawled data is saved in an Excel file with the xlsx format.  

3.2. Text Pre-processing   

Because many tweets use non-standard language, preprocessing consists of several stages. This 

procedure is done using the Python programming language library. In this study, text preprocessing is 

carried out through six sequential processes, namely:  

3.2.1. Cleaning   

The removal of punctuation, numbers, Unicode, and unnecessary characters in a data is done in the 

cleaning stage. The implementation of the cleaning stage code is as shown in Figure 6.   
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Figure 6:  Process of cleaning the data.  

3.2.2. Case Folding   

The letter case in a text document is changed to lowercase overall. The implementation of the case 

folding stage is shown in Figure 7.   

  

Figure 7:  Process of case folding  

3.2.3. Tokenizing   

Tokenizing or tokenization aims to separate words and symbols from a given text. With the help of 

the NLTK library in the Python programming language, the tokenization code is implemented as shown 

in Figure 8 below.   

 

Figure 8:  Process of tokenizing  

3.2.4. Normalization   

The normalization stage involves cleaning words that are in the form of everyday language or slang 

words that are still irregular to make them proper and correct Indonesian words. The implementation of 

normalization using a program is shown in Figure 9 below.   

  

Figure 9:  Pocess of normalization  
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3.2.5. Stopword Removal   

Conjunctions or stopwords such as 'and', 'but', 'that', and other words are removed in this step. Figure 

10 defines some unnecessary words, followed by the implementation of the stopword removal program.  

 

Figure 10:  Process of stopword removal 

3.2.6. Stemming   

Every affix before and after a word is removed in the stemming process using the Sastrawi library. 

It starts with installing the Sastrawi library, followed by implementing stemming as shown in the program 

code in Figure 11 below. 

 

Figure 11:  Process of stemming.  

Text preprocessing has been completed, and the results are saved in a new file which will be used 

as the dataset for the classification process. The preprocessed data looks like the one shown in Figure 

12 below.  
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Figure 12:  Results of preprocessing  

3.3. Data Labeling 

The crawled data that has been saved is then labeled to distinguish positive and negative responses. 

Manual labeling process would take a considerable amount of time, and since there is a large amount of 

data to be labeled, manual labeling would be a drawback. Therefore, the labeling process is done with 

the help of the Textblob library. To facilitate data classification in the system, positive responses are 

labeled as 0 and negative responses are labeled as 1. The final result of the data labeling process shows 

846 comments labeled as positive and 304 comments labeled as negative. The percentage of positive 

and negative comment data is displayed in the graph in Figure 13.   

  

Figure 13:  Data labelling results (blue means positive comments).  

3.4. Feature Selection TF-IDF   

In the feature extraction process, the first step is to convert the dataset into a vector representation 

using the Count Vectorizer library provided by Python. The documents that have been converted into 

word vectors are then calculated using the TF-IDF equation, which will result in word vectors that have 

weight values. The weight calculation for words is done by first calculating the TF or term frequency value.  
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3.5. Model Classification   

The data obtained from the preprocessing stage is then divided into training and testing data with a 

ratio of 70% : 30% and 80% : 20%, where 70% and 80% are used as training data and 30% and 20% 

are used as testing data. The purpose of this data division is to train a model from review data and predict 

to obtain good performance. The machine will train based on the training data and will be matched with 

the data to be tested. This classification model uses the Naive Bayes Classifier and Support Vector 

Machine methods.  

3.6. Evaluation and Performance Analysis of Classification  

To evaluate how well the Naive Bayes Classifier and Support Vector Machine algorithms perform in 

classifying review data, evaluation needs to be done using a confusion matrix. From Tables 7 and 8, the 

confusion matrix will be used to calculate the accuracy value of the Naive Bayes Classifier algorithm.   

Table 7: Confusion Matrix for Naive Bayes Classifier 1  

confusion matrix 
(70 : 30) 

actual  

positive (0)  negative (1)  

predicted  
positive (0)  231  23  

negative (1)  0  91  

Based on Table 7, there are a total of 345 tweets divided into two categories: 254 tweets are positive 

responses and 91 tweets are negative responses. Out of the 254 tweets predicted to contain positive 

responses, 231 tweets actually contain positive responses and 23 tweets are predicted to contain 

negative responses. Then, out of the 91 tweets containing negative responses, 91 tweets are predicted 

to contain negative responses and 0 tweets are predicted to contain positive responses.  

Table 8: Confusion matrix of naive bayes classifier 2  

confusion matrix  
(80 : 20) 

actual  

positive (0)  negative (1)  

predicted  
positive (0)  155  14  

negative (1)  0  61  

   

Based on Table 8, there are a total of 230 tweets divided into two categories: 169 tweets are positive 

responses and 61 tweets are negative responses. Out of the 169 tweets predicted to contain positive 

responses, 155 tweets actually contain positive responses and 14 tweets are predicted to contain 

negative responses. Then, out of the 61 tweets containing negative responses, 61 tweets are predicted 

to contain negative responses and 0 tweets are predicted to contain positive responses.  
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In the calculations above, the accuracy values for the Naive Bayes Classifier model for the 80 : 20 

and 70 : 30 data splits are 0.939 and 0.933, respectively. This means that the Naive Bayes algorithm is 

good to be applied in this research because it can correctly classify 93% of the data.    

Table 9: Confusion matrix of support vector machine 1  

confusion matrix  
(80 : 20) 

actual  

positive (0)  negative (1)  

predicted  
positive (0)  169  0  

negative (1)  5  56  

  

Based on Table 9, there are a total of 230 tweets divided into two categories: 61 tweets are negative 

responses and 169 tweets are positive responses. Out of the 169 tweets predicted to contain positive 

responses, all 169 tweets actually contain positive responses and 0 tweets are predicted to contain 

negative responses. Then, out of the 61 tweets containing negative responses, 56 tweets are predicted 

to contain negative responses and 5 tweets are predicted to contain positive responses.  

Table 10: Confusion matrix of support vector machine 2  

confusion matrix 
(70 : 30) 

actual 

positive (0) negative (1) 

predicted 
positive (0) 254 0 

negative (1) 8 83 

  

Based on Table 10, there are a total of 345 tweets divided into two categories: 91 tweets are negative 

responses and 254 tweets are positive responses. Out of the 254 tweets predicted to contain positive 

responses, all 254 tweets actually contain positive responses and 0 tweets are predicted to contain 

negative responses. Then, out of the 91 tweets containing negative responses, 83 tweets are predicted 

to contain negative responses and 8 tweets are predicted to contain positive responses.  

In the calculations above, the accuracy values for the Support Vector Machine (SVM) model for the 

80 : 20 and 70 : 30 data splits are 0.978 and 0.976, respectively. This indicates that the SVM algorithm 

is good to be applied in this research because it can correctly classify 97% of the data.   

Table 11: Comparison of Naive Bayes and Support Vector Machine Algorithms.  

Split Data 
Accuracy 

Naïve Bayes Classifier Support Vector Machine 

70 : 30 93,3% 97,6% 

80 : 20 93,9% 97,8% 
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Looking at the accuracy values from Table 11 above, it shows that the SVM algorithm is better at 

classification compared to Naive Bayes. For the data split into testing and training, it produces better 

accuracy results with an 80 : 20% split.  

4. Conclusion  

Based on the research conducted, two main conclusions can be drawn. Firstly, the sentiment 

analysis classification results in this study contain more positive comments on Twitter posts related to the 

bullying case of Kim Garam. This is related to the case's final outcome, which found Kim Garam not 

guilty, leading to many people showing support for Kim Garam, who was previously accused of bullying. 

Secondly, the comparison of the Naive Bayes Classifier and Support Vector Machine methods for 

classifying responses to the bullying case by Kim Garam on Twitter resulted in high accuracy values of 

93% for the Naive Bayes Classifier and 97% for the Support Vector Machine. Based on the accuracy 

values, it can be concluded that the Support Vector Machine algorithm is better than the Naive Bayes 

Classifier algorithm as it has a higher accuracy. 
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