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A B S T R A C T   A R T I C L E   I N F O 

Credit card transactions are exposed to fraudulent activities 
owing to their sensitive nature. The illegal activities of the 
fraudsters have been reported to cost financial institutions a 
lot of money globally as reported in many notable research 
works. In the past, several machine learning-based 
approaches have been proposed for the detection of credit 
card fraud. However, little attention has been given to 
classification of fraud in high imbalance dataset. Generally, if 
a dataset is imbalanced, a learning algorithm will give a bias 
result in terms of the accuracy resulting in poor performance 
of the model. This study focuses on using Synthetic Minority 
Oversampling Technique (SMOTE) to address the class 
imbalance in the selected credit card dataset. Then, ANOVA-
F statistic was applied for the selection of promising features. 
Both the class imbalance and attribute selection techniques 
were targeted at improving the SVM-based credit card fraud 
classification. With the balanced dataset, the study achieved 
an accuracy of 93.9%, recall of 97.3%, precision of 90.3%, and 
f1 score of 93.5% respectively. It was observed that the result 
of the Support Vector VM based credit card fraud detection 
model with class imbalance is better than that of the standard 
SVM. The study concluded that the class imbalance 
addressing and attribute selection techniques used were very 
promising for the credit card fraud detection tasks. 
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1. INTRODUCTION 
 

A credit card is a card issued to consumers (cardholders), who can use it to make purchases 
up to a certain limit or withdraw cash from any location (Lee and Kwon, 2002). Using credit 
cards, banks provide their consumers with a variety of services. For instance, by moving it to 
the succeeding next bill, it permits customers to pay at a later date and time. Fraud is illegal 
or criminal behavior that aims to gain a financial or personal advantage (Moradi and 
Mokhatab, 2019). Credit cards are used for various transactions globally. Online purchasing 
of goods and services have become more common in everyday life. Internet payments are 
increasingly the most common type of online transaction. The banking system offers e-cash, 
e-commerce, and e-services through internet transactions. In line with a Nielsen survey 
carried out between 2007 and 2008, 28% of the global population uses the World Wide Web, 
85% of people worldwide use the internet in order to carry out online transactions, and the 
frequency of running business via the internet has climbed by 40% between the years 2005 
and 2008.  

As credit card usage expands globally, there is also an increase in the likelihood that an 
attacker may steal credit card information and use it to commit fraud (Ali et al., 2019). Fraud 
is defined as any action taken to deceive to collect money without the cardholder’s or issuer 
bank’s knowledge. Many methods can be used to commit credit card fraud.  By misplacing or 
stealing cards, manufacturing counterfeit or phony cards, copying phishing, skimming, or 
stealing data from a merchant's side, deleting or replacing the magnetic stripe on the card 
that stores the user's information (Budhram, 2012). One of the most widely used techniques 
is the theft of credit cards. Skimming can be carried out offline or online. In the physical 
technique, the credit card is swiped through the skimmer, which records the card’s number, 
expiration date, and complete name of the user (Sivakumar and Balasubramanian, 2015). Via 
cyber-attacks like phishing, SQL injection, or keylogging, the credit card information is 
collected from the user or an e-commerce system’s servers using the online method. 

Thus, proposing a machine learning credit card fraud detection model based on some 
innovative approaches is a step in the right direction. This work focuses on using the SVM 
Algorithm with SMOTE in highly imbalanced dataset  to detect credit card fraud. 

2. RELATED WORKS 
 

Trivedi et al, (2020) proposed detection of credit card fraud using SVM, With such a 
feedback system, the entire study piece established an efficient technique of detecting fraud 
based on machine learning methodologies. Using Machine Learning techniques, a model was 
put forward that detects fraudulent credit card transactions. The suggested model 
approaches detection of fraud as a binary problem of classification. The research project 
explored the efficiency of the analysis of the Support vector machine's Kernel; the techniques 
were trained using transactional data, and their performances were evaluated and compared 
using accuracy, specificity, and sensitivity performance measures. The model is evaluated in 
comparison to existing classifiers such as Naive Bayes, Decision Tree, K-Nearest Neighbor 
(KNN), and Logistic Regression (LR). When compared to other methodologies, the Radial Basis 
Function (RBF) kernel function outperforms and provides 96% accuracy and 96% sensitivity. 

 Kadam et al (2021) carried out research on Credit Card Fraud Detection with ML 
techniques, three classification approaches were employed which are Support Vector 
Machine, Logistic Regression and Random Forest, PCA was used as dimensionality reduction 
for the dataset.  0.172% of fraudulent transactions were able to detect due to the highly 
imbalanced dataset. 
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 Different techniques like SVM ,RF, ANN, Tree Classifiers, NB and  LR were employed, SVM 
outperformed other techniques with an accuracy percentage of 91.988%. The authors 
concede that more research should be conducted to implement a feature selection method 
that could improve on the accuracy of other ML methods. 

 Sharma et al, (2021) worked on A Comparison of Machine Learning Models for Detecting 
Credit Card Fraud. A comparison analysis was performed using several techniques such as RF, 
LR, SVM and AAN. PCA was used for data preprocessing, the result showed that with an F1-
score of 0.91, Artificial Neural Networks performed best. 

Stochastic Gradient Descent (SGD), Decision Tree (DT), Random Forest (RF), J48 and 
Instance Based-k (IBk) machine learning classifiers were applied. The binary issue of 
classification is examined in this research, whereby a transaction can be classed as either 
fraudulent or lawful. The idea is to use five different methods of machine learning to classify 
the transactions. Result showed that RF outperformed the other classifier algorithms in term 
of evaluation metrics.  

Ahirwar et al, (2020) conducted a study on Credit Card Fraud Detection Using Enhanced 
SMOTE and Fast Random Forest Techniques. The suggested method presents a smart card 
fraud identification model that is capable of identifying fraud in highly skewed or nonspecific 
credit card transaction data. The suggested fraud detection approach contains three stages, 
incorporates preprocessing in which duplicate attributes are removed, then ranks qualities by 
their significance utilizing the rapid Random Forest algorithm. The results are compared with 
the UCSD FICO data mining competitions 2009 dataset, that is a generic dataset for real-world 
transactions made with credit cards. The suggested method can handle extremely unbalanced 
data. The study investigates the performance of several techniques on four datasets used for 
training. DF1, DF2, DF3, and DF4 have the fraud rates of 20%, 15%, 10%, and 3% respectively. 
The rapid Random Forests algorithm's results demonstrated that a similar strategy would 
prove successful in real-time.  

 Ata and Hazim (2020) performed an evaluation of several distributions’ datasets 
employing data mining approaches on fraud with credit cards detection. On actual credit card 
transactions from European cardholders, four data mining algorithms were investigated in 
this research: RF, SVM, KNN, NB. All of these algorithms were employed on an under-sampled 
class to categorize transactions as fraud or legitimate, and then their performance metrics 
were evaluated and compared using a confusion matrix. The best accuracy for the NB, SVM, 
KNN, and RF classifiers is 97.80%, 97.46%, 98.16%, and 98.23%, respectively. The limitation of 
this study was that a sampling approach was used, and the technique was not applied to a 
huge dataset. 

3. METHODS 
 
3.1. Proposed Credit Card Fraud Detection Model 

The approach and procedures required to achieve the specified objectives are described in 
Figure 1 below. 
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Figure 1. Proposed approach for the credit card fraud detection. 

3.2. Dataset Description 

The dataset used in this study contains 31 features/attributes and 284,807 samples. The 
target class in the dataset that can be predicted as '0' or '1', i.e., 'genuine' or 'fraudulent' 
transactions. In order to protect user privacy, Principal Component Analysis (PCA) has 
previously been utilized to transformed the dataset. The purpose of  the transformation is to 
preserve as much variation and correlation between the attributes in the dataset as is 
practicable while reducing their dimensionality. The properties 'V1' through 'V28' were 
concealed using PCA. Thus, the feature analysis and selection of these 28 qualities were 
limited. The last two features are "Amount" and "Time." After feature selection, 30 attributes, 
including the class column, were still present. 

3.3. Dataset Pre-processing 

Pre-processing is the modification of the dataset prior it is fed to the algorithm. Pre-
processing is required to prepare the data for modeling, including removing any errors and 
outliers that may be present in the data. This section concentrated on filtering away every 
inconsistent set from the dataset in order to improve the dataset's smooth operation for 
better result optimization. 

3.4. Handling the  Imbalance Data using SMOTE Technique 

In 2002, SMOTE was introduced by chawla and some researchers.  The goal was to help 
the classifier improve its generalization on the testing data by overcoming the overfitting 
caused by simple oversampling via replication.  The basis of this innovative data preparation 
technique was to produce new minority instances rather than "weighting" data points. This 
technique was known as the Synthetic Minority Oversampling Technique (SMOTE) (Chawla et 
al., 2002). The SMOTE technique was based on interpolation among surrounding minority 
class instances.  As a result, it can increase the number of minority class instances in the 
neighborhood by providing fresh minority class examples, supporting the classifiers in 
improving their generalization capacity. 

SMOTE is an oversampling technique in which false samples are manufactured for the 
minority class. This strategy helps to overcome the overfitting problem caused by random 
oversampling. Several studies have indicated that if a dataset for a classification problem is 
imbalanced, the model will be skewed and the results would be deceptive. This strategy will 
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use the class imbalance fixing technique, which increases the likelihood of obtaining a 
balanced dataset (Oyelakin and Jimoh, 2020). 

3.5. Feature Selection 
In a Machine Learning-based predictive analysis, the feature selection algorithm focuses 

on choosing promising variables. We have the whole feature set in Feature Selection and then 
try to develop an identified feature set for the problem in the domain that we are studying 
(Eseye et al., 2018). 

The feature selection method used in this study is filter-based selection  technique called 
ANOVA F-Test. The procedure is chosen based on its applicability in light of the availability of 
numerical input variables and a categorization of target variables (Sarker, 2021).  

3.6. SVM-based Credit Card Fraud  Classification 

For classification and pattern analysis, SVM was employed. This classifier divides patterns 
into two categories: fraud and valid patterns. For binary classifications, this method is 
employed. This is employed in pattern identification and classification tasks like text 
categorization, facial recognition, and bioinformatics. The experimental approaches involve 
combining SVM with SMOTE and without SMOTE. 

3.7. Support Vector Machine   

An SVM is a well-known supervised probabilistic technique that may partition data both 
sequentially and non-sequentially. The linear SVM is a binary classifier that classifies multi-
dimensional data by creating hyper-planes using some nearest training data points of each 
class and maximizing the margin between them (Dutta et al., 2015).  SVM is a supervised 
method that is used to separate behavioral features that belong to different classes by 
converting feature vectors into high-dimensional space and locating hyperplanes (lines 
separating data points) to split the space. SVM algorithm can be seen in Table 1. 

Table 1. SVM algorthm 

Algorithm 1 : Fraund Detection based on SVM and ANOVA F-Test 

First step Employ ANOVA F-Test to select important features 

 Compute importance score for feature 

 
𝐹 =  

𝜎1
2

𝜎2
2 

 select the threshold that maximizes the model's performance   

 Reduce the variables 

 
Then Make use of the SVM linear-kernel function∅(𝑋𝑖) 

 Establish the separation hyperplane 

 WT ∅(𝑋𝑖) + 𝑏 = 0 

 Sort the data into non-fraud and fraudulent class. 

 

 
 

https://doi.org/10.17509/jcs.v5i2.70802


Musiliudeen et al, A Support Vector Machine Credit Card Fraud Detection Model based… | 90 

DOI: https://doi.org/10.17509/jcs.v5i2.70802  

e- ISSN 2723-4088   

 
4. RESULTS AND DISCUSSION 
4.1. Screenshot of the Dataset Temperature 

To detect credit card fraud as effectively as possible in highly imbalanced datasets, 
oversampling method was applied to the imbalanced dataset using SMOTE techniques, 
followed by classification to improve the performance of Support Vector Machine model. The 
credit card dataset can be seen in Figure 2. 

 

Figure 2. Credit card dataset. 

4.2. Screenshot of the Dataset Temperature 

The target value was divided into two categories: non-fraud(0) and fraud(1). The dataset is 
severely unbalanced, as shown in Figure 3 and Figure 4 below. The total amount of non-fraud 
transactions is 284325, which is much greater than the total number of fraud transactions 
(492). 

 

Figure 3.  Number of non-fraud and fraud transaction. 

https://doi.org/10.17509/jcs.v5i2.70802


91 | Journal of Computers for Society, Volume 5 Issue 2, September 2024 Hal 85-94 

DOI: https://doi.org/10.17509/jcs.v5i2.70802  

e- ISSN 2723-4088   

 

Figure 4.  Graphical representation of the transactions in the Dataset. 

4.3. Distribution of Classes with Feature  Time 

The class distribution with respect to time is shown in Figure 6 below; the column Time 
needs to be removed from our modeling process because it is clear from the distribution plot 
below that there is no distinct pattern distinguishing between fraudulent and non-fraudulent 
transactions with respect to time. This demonstrates that the time feature does not aid in the 
identification of fraudulent transactions. 

 

Figure 5.  Graphical representation of the transactions in the Dataset. 

4.4. Data Scaling with Standardscaler Method 

Table 2.  First four rows before the standardization of Amount feature. 

Time V1 V2 V3 Amount Class 
0 -1.35981 -0.07278 2.536347 149.62 0 
0 1.191857 0.266151 0.16648 2.69 0 
1 -1.35835 -0.18523 1.773209 378.66 0 
1 -1.35835 0.877737 1.792993 123.5 0 

Table 3.  First four rows after the standardization of Amount feature. 

Time V1 V2 V3 Amount Class 
0 -1.35981 -0.07278 2.536347 0.244964 0 
0 1.191857 0.266151 0.16648 -0.342475 0 
1 -1.35835 -0.18523 1.773209 1.160686 0 
1 -1.35835 0.877737 1.792993 0.140534 0 
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The Table 2 above shows unscaled values of amount feature before applying data scaling 
method while the Table 3 shows the scaled values of amount features after the 
standardization method. 

4.5. Data Oversampling using SMOTE 

This effort oversampled the data using the Synthetic Minority Oversampling Technique 
(SMOTE), ensuring that the data was balanced and that the results did not lead to false 
conclusions. The accuracy of the SVM model still given  over 99% despite 492 of the 284,807 
transactions in the dataset are fraud, this is unacceptable. SMOTE was used to enhance the 
SVM model's performance. Show classes before and after oversampling can be seen in the 
Table 4. 

 

Table 4. Feature classes before and after oversampling. 

Classes Before Oversampling After Oversampling 
NON-FRAUD (0) 284315 284315 
FRAUD (1) 492 284315 

 

 

Figure 6. Feature classes before and after oversampling. 

The figure 6 shows how Synthetic Minority Oversampling Techniques (SMOTE) was used 
to balance the class distribution by oversampling the minority class. 

Table 5. Feature Selection with ANOVA F-test. 

Features Before Feature Selection After Feature Selection 

Rows 284315 284315 
Columns 29 20 

The Table 5  shows the total number of rows and columns in the dataset before the feature 
selection and the total number of rows and columns after some important features were 
selected. 

4.6. Performance Evaluation of SVM Model  and SVM with SMOTE 

Performance evaluation of SVM Model and SVM with SMOTE can be seen in the Table 6 and 
Figure 7. 

Table 6. Performance evaluation of SVM Model and SVM with SMOTE. 

Models Accuracy Precision score Recall score F1-score 

284315 284315

492

284315

0

100000

200000

300000

Before Oversampling After Oversampling

Feature classes before and after oversampling

NON-FRAUD (0) FRAUD (1)

https://doi.org/10.17509/jcs.v5i2.70802


93 | Journal of Computers for Society, Volume 5 Issue 2, September 2024 Hal 85-94 

DOI: https://doi.org/10.17509/jcs.v5i2.70802  

e- ISSN 2723-4088   

SVM 99.872 82.051 32.653 46.715 
SVM and SMOTE 93.891 97.362 90.289 93.50 

 

Figure 7.  Performance of SVM Model and SVM with SMOTE. 

 

4.7. Discussion of Results 

The output of the Classifier (SVM) with a severely unbalanced dataset which is different 
from the balanced dataset produced by the SMOTE sampling method, as shown in Figure 8. 
The SVM model's accuracy with an unbalanced dataset is 99.9%, while its precision score is 
82% and recall is 32%, indicating that it is not consistent and that it is not very good at spotting 
suspicious transactions. This is as a result of the model identifying every transaction as legal 
due to the unbalanced dataset. If the data are imbalanced, accuracy can convey incorrect 
information. The accuracy, precision, recall, and F1-Score of the SVM Classifier with a 
balanced dataset are 94.7%, 97.3%, 91.8%, and 94.5%, respectively. The SVM model with 
SMOTE outperformed the SVM model with imbalanced dataset based on the  values of the 
performance metrics obtained. 

5. CONCLUSION 
 

SVM classifier incorporated with SMOTE techniques was implemented in the first stage 
and compared with ordinary SVM, result obtained from the model indicated that the 
proposed model outperformed the ordinary SVM in term of accuracy, precision score, Recall 
and F1 score.The output of the Classifier (SVM) with a severely unbalanced dataset is different 
from the balanced dataset produced by the SMOTE sampling method, as shown in Figure 8 
above. The SVM model's accuracy with an unbalanced dataset is 99.9%, while its precision 
score is 82% and recall is 32%, indicating that it is not consistent and also it is not very good 
at spotting suspicious transactions. This is as a result of the model identifying every 
transaction as legal due to the unbalanced dataset. Along with accuracy, this study also takes 
into account other parameters like precision, recall, and F1-score. If the data are imbalanced, 
accuracy can convey incorrect information. The additional measures were also utilized to 
justify reliability in order to bury that element. The resulting classification model is said to be 
reliable if the Precision and Recall metrics are close to 1, or close to 100%. In this case, the 
accompanying F1-score will also be high. The SVM Classifier's accuracy, precision, recall, and 
F1-Score with a balanced dataset are 93.9%, 97.3%, 90.3%, and 93.5% respectively. The 
results of the SVM algorithm with SMOTE demonstrated the viability of such an approach in 
real time, and our methodology aims to provide some insight into the detection of fraud. 
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