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A B S T R A C T   A R T I C L E   I N F O 

Technological improvements, especially in immersive 
technologies such as spatial augmented reality (SAR), 
commonly known as video mapping, have generated 
opportunities in the arts and performance industry, for 
example for exhibitions. This study examines the 
incorporation of interactive video mapping into conference 
seminars, emphasizing the design of large-screen 3D 
immersive installations and interactive light games in a 
college auditorium environment.  The research employs a 
User-Centered Design (UCD) methodology, integrating user 
feedback during the design and prototyping phases to 
develop an engaging and immersive experience for 
conference participants.  The project entails the 
development of two immersive themes: Forest and 
Underwater, utilizing 3D modeling and animation 
techniques.  MediaPipe incorporates interactive features, 
enabling participants to participate in the exhibits via hand 
gestures, augmenting involvement and participation during 
conference panel sessions and breaks.  The successful 
performance of these interactive zones and solutions for 
technical setup and optimization of high-quality, interactive 
3D video mapping experiences in conference venues are 
examined. 
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1. INTRODUCTION 

Technological advancements, particularly in immersive technology like spatial augmented 
reality (SAR), also referred to as video mapping, have created opportunities in the arts and 
performance sector. Viewers can directly experience reality through 2D or 3D animations, as 
well as light games and projected images on a surface, without the need for gadgets like 
head-mounted displays or mobile devices [1]. 

Video mapping can be projected onto flat surfaces like screens or walls, as well as 
irregular rooms or surfaces, including mock-ups, facades, buildings, or complicated 3D 
constructions [2]. PT. Daihatsu employs video mapping for the promotion of the All-New 
Sirion Car, projecting images, textures, themes, patterns, and animated films onto the car's 
facade [3]. Video mapping is utilized in cultural events, such as Wayang [4], and for tourism 
sites in Minahasa, projected onto a traditional building model [5]. A person's face can serve 
as a projection surface, like the technique employed by video editors when creating a music 
video for the band Kotak [6]. 

Video mapping is employed in formal settings within enclosed areas as an element of 
interior design for educational or recreational purposes [7]. Florencia et al. developed a 
video mapping project titled "Marine Life Experience," utilizing two projectors on a flat 
surface for the presentation. Furthermore, video project mapping is developed interactively 
using two scenarios: biota and atmosphere. The sea will react to the movements of visitors 
and alterations in things upon contact, although this study did not provide a technical 
explanation of the sensor utilization [8]. 

An interactive impression is often attainable when 3D animation projection can be 
modified in real-time in response to activities or events triggered by external variables, 
including sensors like cameras, mobile devices, or commands based on gestures, eye 
movements, or actions of visitors [9] [10]. Static movement in situ can be facilitated by 
motion detection software such as MediaPipe. MediaPipe has been applied in diverse 
domains including education [11] [12], health [13] [14], and performances or exhibitions 
[15] [16]. The visitor experience can be improved by technology, offering a more interactive 
and tailored performance guide. 

Nevertheless, conventional conference environments frequently restrict audience 
participation and interaction. Static presentations restrict visual engagement, and passive 
learning settings might reduce retention and attendance pleasure [17] [18]. This project 
investigates the feasibility of incorporating interactive video mapping into conference 
seminars to overcome these limitations. This study specifically examines the design and 
implementation of immersive zones and interactive zones (light game) in a large-scene 3D 
video mapping installation within a college auditorium. The zones will enable participants to 
interact with the video mapping content during conference intermissions.  

This research quantitatively examines the effectiveness of interactive zones within large-
screen 3D video mapping installations for enhancing audience engagement and attention 
during conference seminars. The study will investigate the correlation between content 
creation techniques and user engagement, as well as analyze the technical setup and 
optimization strategies for delivering high-quality, interactive 3D video mapping experiences 
in conference venues. 

2. METHODS 

This study will adopt a User-Centered Design (UCD) methodology [19] [20]. The UCD 
process will be executed iteratively, involving cycles of prototype, user feedback, and 
refining. Drawing from [21],  the application of the UCD is illustrated on Figure 1.  
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Figure 1. UCD for 3D Immersive Video Mapping and Interaction 

2.1. Understanding Users 
This study utilizes user research, comprising observations and interviews, to determine 

user needs and preferences for large-screen video mapping and interactive zones in 
conference seminars. This information will facilitate the development of user personas to 
direct design decisions and ensure the final product aligns with the requirements of the 
target audience. 
2.2 Design & Prototyping 
This Step includes the Video Mapping & Interactive Component Creation Cycle, the cycle 
consists of three steps loop namely Design of 3D Component and Interaction Development, 
Prototype, and User Feedback.  
2.2.1 Design 3D Component & Interaction Development 

 3D Immersive Realistic Video Mapping Loop: Conduct user research to generate 
several animation scenarios for looping on a large 3D screen. There are two themes: 
Forest and Underwater. 
1. Forest Theme: Design visual content for the forest theme, considering elements 

such as tree species, vegetation, illumination, and ambiance.  
2. Underwater Theme: Design visual content for the underwater theme, 

encompassing the design of the shark, other marine organisms, coral reefs, and 
aquatic lighting effects. 

3. Design animations and transitions that are aesthetically pleasing for conference 
settings. 

 3D Immersive Interactivity for light game on normal-screen Video mapping with 
MediaPipe & Touch Designer 
1. Ideation: Conduct user research to generate several interaction ways via 

MediaPipe. Investigate diverse hand gestures for manipulating the 3D model's 
movements (e.g., direction, velocity) and evaluate the integration of these 
interactions with the comprehensive video mapping information. 

2. Low-Fidelity Prototype Development: Create a basic prototype to evaluate the 
fundamental concept of MediaPipe interaction with the 3D model, either utilizing 
a 2D representation or a simplified variant of the 3D model. 

https://doi.org/10.17509/coelite.v3i2.73989
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3. Integration with Touch Designer: Transfer the 3D models from Blender to 
TouchDesigner. Incorporate MediaPipe for hand gesture recognition and develop 
interactive components that enable users to manipulate elements of the 3D 
environments (e.g., relocating the shark, initiating animations). 
 

2.2.2 Prototyping 

 3D Assets Creation for Large-Screen Video Mapping:  
1. 3D Modeling (Blender 3D) to create realistic 3D models for Large-Screen Video 

Mapping and develop the visual content for the forest theme and underwater 
theme.  

2. Develop animations and transitions that are aesthetically pleasing for conference 
settings. 

 Interactive Zone Development:  
1. 3D Modeling (Blender 3D): Use Blender 3D to create realistic 3D models for the 

interactive zones (e.g., the shark in the underwater theme). Consider realism, 
scale, and optimization for real-time rendering. 

2. Prototyping Interactive Zones: Develop prototypes of the interactive zones 
within Touch Designer, combining the 3D models and MediaPipe interactions. 
Experiment with different visual effects, animations, and feedback mechanisms 
to enhance user engagement. 

 Technical Setup for Large-Screen Video Mapping:  
1. Projection Mapping: Plan the projection mapping setup, including projector 

placement, lens selection, and edge blending techniques to ensure a seamless 
and immersive visual experience across the two facades of the auditorium. 

2. Content Layout and Sequencing: Design the layout and sequencing of the video 
mapping content on the large screens, considering factors such as visual flow, 
storytelling, and integration with the conference schedule. 

3. Synchronization and Control: Establish a system for synchronizing the video 
mapping content across multiple projectors and controlling the playback and 
transitions. 

2.2.3 User Feedback 
 Iterative Feedback and Design Reviews: Present the prototype to stakeholders at 

various stages of development. Gather their feedback on the design, functionality, 
and overall user experience. Incorporate their input into iterative design revisions, 
ensuring alignment with their needs and expectations. 

2.3 Usability Testing 
 Observation and Field Studies: Conduct observations of users interacting with the 

prototype in a realistic setting, simulating a conference environment as much as 
possible. Carefully document user behaviors, interactions, and any challenges they 
encounter.  

 
3. RESULTS AND DISCUSSION 
3.1 User Research Findings 

The initial phase focused on understanding the users, specifically conference attendees 
and organizers, to identify their requirements and preferences for extensive video mapping 
and interactive areas within a conference seminar context. The 15th Industrial Research 
Workshop and National Seminar (IRWNS), which took place at Politeknik Negeri Bandung 
(POLBAN) from July 24 to 25, 2024, served as the basis for this study.  
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Firstly, there was a pronounced desire for increased engagement and interaction during 
conferences. Organizers expressed that traditional conference formats often lacked 
stimulating elements to maintain their attention. They highlighted that interactive and 
immersive experiences could significantly enhance their engagement, particularly during 
panel sessions and intermissions. Secondly, Layout The auditorium as illustrated in Figure 2, 
has two prominent facades—left and right—which will serve as the canvas for the large-
scene video mapping projections (Figure 3). The interactive zones will be strategically 
positioned on the back within the left facades to encourage interaction and engagement 
during conference breaks and presentations.  

 
Figure 2. Auditorium Room Layout 

 
Figure 3. Left or Right Auditorium Video Mapping Target (24m width x 4 m height) 

3.2 Design and Prototyping Outcomes 

Based on the user research findings, the design and prototyping phase focused on 
developing two immersive themes: a Forest Theme and an Underwater Theme. This phase 
involved iterative cycles of creating immersive 3D environments and integrating interactive 
components using MediaPipe for gesture recognition. 

3.2.1 Design 3D Component & Interaction Development 

The key objectives in developing the immersive themes were realism and participation. 
The Forest Theme showcased immersive 3D representations of trees, flora, and fauna, 
establishing a verdant ecosystem. Dynamic lighting techniques replicated various times of 
day, transitioning from dawn to dusk, so enhancing the depth and diversity of the 
experience. Natural ambient sounds, including birdsong and the rustle of leaves, were 
integrated to augment immersion. The Underwater Theme showcased a dynamic marine 
ecosystem featuring lifelike representations of sea creatures such as sharks, fish, and coral 
reefs. Sophisticated lighting techniques replicated underwater caustics, establishing a 
genuine aquatic ambiance. Animations depicting sea life movements created a dynamic 
landscape that engaged users' attention. 
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3.2.2 Prototyping 

There are two phases of prototyping: the initial phase involves creating Full HD 
(1920x1080) 3D Forest Themes, followed by the development of Large-Screen (6656 x 1080) 
forest and underwater themes. Figure 4, Figure 5, and Figure 6 present instances of 
developed Full HD 3D video mapping assets for Forest, featuring three primary quests: 
Hutan Bercerita I, Hutan Bercerita II, and Berjalan di Hutan. 

 

  

Figure 4a. Hutan Bercerita I Scene A. Gambar 4b. Hutan Bercerita I Scene B 

  

Figure 5a. Hutan Bercerita II Scene A. Gambar 5b. Hutan Bercerita II Scene B 

  

Figure 6a. Berjalan di Hutan Scene A. Gambar 6b. Berjalan di Hutan Scene B 

The result of the second phase can be seen in Figure 7, Figure 8, Figure 9, Figure 10, and 

Figure 11 Resulted Large-Screen 3D Assets for Forest and Underwater themes.  

 
Figure 7. Large-Screen Fractal Forrest 
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Figure 8. Large-Screen Forest I 

 
Figure 9. Large-Screen Forest II 

 
Figure 10. Large-Screen Underwater I 

 
Figure 11. Large-Screen Underwater II 

Interactive elements were crucial in converting passive visual presentations into 
immersive experiences. MediaPipe was employed to program unique hand motions for 
controlling objects within the scenes. In the Underwater Theme, users can manipulate the 
movement of a virtual shark through specific hand gestures. This intuitive control system 
enabled people to engage spontaneously without requiring additional guidance. The 
integration with Touch Designer facilitated real-time rendering and interactivity. The 
technology delivered prompt feedback to user inputs, so augmenting the sensation of action 
and immersion. Numerous iterations were performed to enhance the responsiveness and 
precision of interactions, guaranteeing a seamless user experience. Figure 12, Figure 13, 
Figure 14, Figure 15, and Figure 16 are the process of creating interactive video mapping 
based on gesture recognition. 
 

 
Figure 12. Interactive hand gesture video main projects 
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Figure 13. Medipipe integration with Touch Designer with media pipe-touch designer [22] 

 
Figure 14. 3D Shark Render and Movement 

 
Figure 15. Underwater video background 
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Figure 16. Final Light Game Interactive Hand Gesture Video 

3.2.3 Usability Testing 

Executing large-screen projection mapping needed careful preparation. A triple-projector 
configuration was implemented for showing each side of the auditorium's facades, as 
depicted in Figure 17. The positioning of the projector was chosen to reduce shadows and 
distortions, while the lens selection guaranteed suitable throw lengths and image 
dimensions.  

 
 

Figure 17a. Triple-projector setup placing Gambar 17b. Light Game 
setup 

Edge blending techniques were utilized to attain seamless transitions between 
projections. This entailed calibrating overlapping regions to harmonize brightness and hue, 
resulting in a cohesive image across both facades. Synchronization protocols were 
established to coordinate animations and interactions among the many projectors, 
maintaining uniformity in the user experience. Figure 19 and Figure 20 illustrate the 
application of video mapping for the opening day of the IRWNS sessions. 
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Figure 19a. Left Forest Theme Facade Gambar 19b. Right Forest Theme Facade 
 

  
Figure 20a. Planning Light Game Facade Gambar 20b. Light Game Facade 

3.3 Discussion 

The immersive themes and gesture-based interactivity provided a novel method for 
participants to connect with the event beyond conventional formats. Occasional misreading 
of gestures resulted in undesired actions within the interactive settings. The problem 
became more evident when numerous users engaged concurrently, resulting in the system 
misattributing gestures.  

Integration of numerous projectors via edge blending and synchronization facilitated 
seamless real-time rendering for 3D assets, essential for preserving immersion throughout 
interactions. These technical solutions may serve as a benchmark for analogous future 
initiatives. The incorporation of interactive zones signifies a transition towards more 
engaging and participatory conference designs. Such installations can distinguish events, 
offering distinctive experiences that differentiate conferences in a competitive 
environment.  

4. CONCLUSION 

This study effectively incorporated interactive 3D video mapping installations into 
conference seminars, improving audience engagement and happiness through immersive 
Forest and Underwater themes with gesture-based interactions. The installations 
successfully converted inactive conference areas into vibrant settings, promoting greater 
engagement and maybe improving information retention and networking prospects.  The 
technological viability of executing large-screen projection mapping in conference venues 
was validated, showcasing the practicality and efficacy of these new solutions.   

Future research should concentrate on improving gesture recognition algorithms, 
investigating multimodal interaction techniques, and broadening thematic content to 
augment the significance and influence of interactive 3D video mapping installations in 
conference seminars.  By maintaining a focus on user-centered design principles and 
resolving technical problems, such installations can revolutionize conference and event 
design within the realm of multimedia technology.  
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